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The development and spread of agriculture changed funda-
mental characteristics of human societies1–3. However, the 
degree to which environmental and social conditions enabled 
the origins of agriculture remains contested4–6. We test three 
hypothesized links between the environment, population 
density and the origins of plant and animal domestication, 
a prerequisite for agriculture: (1) domestication arose as 
environmental conditions improved and population densi-
ties increased7 (surplus hypothesis); (2) populations needed 
domestication to overcome deteriorating environmental 
conditions (necessity hypothesis)8,9; (3) factors promot-
ing domestication were distinct in each location10 (regional 
uniqueness hypothesis). We overcome previous data limita-
tions with a statistical model, in which environmental, geo-
graphic and cultural variables capture 77% of the variation in 
population density among 220 foraging societies worldwide. 
We use this model to hindcast potential population densities 
across the globe from 21,000 to 4,000 years before present. 
Despite the timing of domestication varying by thousands 
of years, we show that improving environmental conditions 
favoured higher local population densities during periods 
when domestication arose in every known agricultural ori-
gin centre. Our results uncover a common, global factor that 
facilitated one of humanity’s most significant innovations and 
demonstrate that modelling ancestral demographic changes 
can illuminate major events deep in human history.

The origins and spread of agriculture have been linked to impor-
tant changes in the trajectory of human history2. However, long-
standing debates persist regarding the degree to which different 
social and environmental conditions influenced the timing and 
locations of agricultural origins6,11. Agriculture began with a criti-
cal innovation: the domestication of plants and animals for food 
production11,12. Specifically, the pathway to agriculture started with 
low-level food production, including the cultivation of wild-type 
species. This cultivation continued for a number of generations, and 
in some cases thousands of years, before natural and artificial selec-
tion resulted in domesticated species used for food production6,11,12.

Three widely cited sets of hypotheses argue for different rela-
tionships between the innovation of domestication and changing 
environmental and demographic conditions in the late Pleistocene 
and early Holocene. One set of hypotheses, which we refer to as 
the surplus hypothesis, associates the innovation of domestica-
tion with improving environmental conditions, increased resource 
availability and growing human population densities. For example, 

some scholars suggest that improving environmental conditions 
during the early Holocene resulted in a greater abundance of natu-
ral resources, which allowed the population densities of foraging 
societies to increase7. Others note that under such favourable con-
ditions, feasting and economically based competition may have pro-
moted a search for new ways to acquire food resources and produce 
further surpluses, resulting in plant and animal domestication5,6. 
Improving conditions and increasing population densities may also 
have facilitated the innovation of domestication because the like-
lihood of innovations, including domestication, scales positively 
with the number of potential innovators13,14. Recent research also 
suggests that rising temperatures and increases in atmospheric car-
bon during the early Holocene may have enhanced the productiv-
ity of wild progenitors of important domesticates15,16. The resulting 
increase in the availability of cultivated resources may have allowed 
population densities to increase as well as making dependence on 
cultivated food more viable15,16.

Others argue for what we term the necessity hypothesis, in which 
deteriorating environmental conditions may have led to the devel-
opment of plant and animal domestication so as to secure better 
food supplies8,9,17,18. For example, climatic fluctuations during the 
Younger Dryas (a period of cold and dry conditions) may have led 
to an increased reliance on cultivated plants by societies in south-
west Asia8,9. Finally, supporters of what we refer to as the regional 
uniqueness hypothesis suggest that distinct, local processes inde-
pendently drove the different geographic origins of domestication10. 
These researchers argue that differences in the processes leading to 
domestication among origin centres are a result of local-scale phe-
nomena and variable responses to macroscale factors10. Therefore, 
under the regional uniqueness hypothesis, we should not expect a 
general global pattern linking environment and population density 
with processes leading to the innovation of domestication.

A lack of reliable environmental and population density data has 
been a major constraint on previous tests of hypothesized drivers of 
the origins of domestication. Instead, previous studies have relied 
on narrative arguments or empirical tests with relatively small and 
geographically restricted samples6,17,19. Palaeoclimate simulations at 
a global scale and at fine spatial resolutions have only become avail-
able in recent years20,21. Additionally, previous estimates of historic 
population densities have been limited to coarse spatial scales, such 
as continents or countries, or do not cover time spans appropriate 
for investigating the origins of domestication (for example, do not 
span the late Pleistocene to middle Holocene)22,23. We overcome 
these constraints by identifying predictors of population density 
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among 220 foraging societies of the recent past (Supplementary Fig. 
1 and Supplementary Table 1) using piecewise structural equation 
modelling. Then, using this model of recent forager population den-
sities, along with newly available climate reconstructions21, we hind-
cast population densities across the globe from the late Pleistocene 
(21,000 YBP) to the middle Holocene (4,000 YBP), a 17,000-year 
time span (see paragraphs below and Methods for more details). 
This time span encompasses the range of known domestication ori-
gin dates along with the amelioration of environmental conditions 
after the Last Glacial Maximum (LGM) that are suggested to have 
been necessary before agriculture was possible.

To improve understanding of the drivers of population density in 
foraging societies, we used piecewise structural equation modelling 
(piecewise-SEM)24 to examine the correlation between the envi-
ronment, cultural traits and population density (see Methods for 
more details). This approach allows both direct and indirect effects 
of predictors to be assessed, and builds on previous investigations, 
which have been limited by data and methodological constraints to 
smaller spatial scales, relatively small samples or univariate analy-
ses19,25,26. For each society, we recorded the population density (peo-
ple per km2) as well as two cultural traits hypothesized to scale with 
population density: residential mobility (that is, average distance 
travelled per residential move) and level of resource ownership 
(that is, whether resources are owned or not)19. We also examined 
the potential effects of distance to the coast, as access to marine 
resources may allow for increased population density27. Language 
family was included as a random effect in our SEM model to control 
for the non-independence of societies that share a common cultural 
background. We conducted principal components analysis (PCA) 
to avoid the potentially misleading effects of multicollinearity 
among environmental variables28. The PCA was used to summarize 
environmental variables into three axes, representing environmen-
tal productivity (PC1), topographic complexity (PC2) and precipi-
tation seasonality (PC3) (see Methods and Supplementary Table 2).

The suite of environmental and cultural variables explored here 
explains the majority of variation in population density among for-
aging societies (R2

GLMM =​ 0.77; all variables have significant direct 
effects on population density; Fig. 1). Environmental productiv-
ity has the strongest effect on population density, consistent with 
earlier hypotheses that suggest greater environmental productivity 

will increase resource availability per unit area, thereby permitting 
higher population densities25,29,30 (but see ref. 27). Similarly, the effects 
of precipitation seasonality, distance to coast and topographic com-
plexity on population density may be due to their association with 
available resources. For example, species richness scales positively 
with habitat heterogeneity, topographic complexity and precipita-
tion seasonality31–33. Furthermore, coastal populations of foragers 
often reach high densities due to the abundant, protein-rich, marine 
resources27. Environmental conditions also influence both cultural 
variables included in our model—residential mobility and resource 
ownership. However, the direct effects of environmental and cultural 
variables on population density are greater than the indirect envi-
ronmental effects mediated by cultural traits (for example, direct 
effect of distance to coast on population density: β =​ −​0.28; indirect 
effect via residential mobility: 0.2 ×​ −​0.28 =​ −​0.056; see Fig. 1 and 
Methods). We acknowledge that multiple characteristics of foraging 
societies of the recent past may reflect contact with non-foraging 
societies26, but we note that our results remain unchanged when we 
exclude foraging societies known to have prior contact with non-
foraging groups (see Methods). Specifically, we re-ran our piece-
wise-SEM excluding all societies known to have subsistence-based 
contact with non-foraging groups, as this may influence patterns of 
population density. The consistency among the results suggests that 
including societies that had contact with non-foraging groups did 
not influence the population density model (Supplementary Fig. 2).

We hindcasted population densities of foraging societies by fit-
ting our population density model to simulations of palaeoclimate 
conditions and values for slope and elevation (adjusted for histori-
cal changes in sea level; see Methods for more details). Specifically, 
we estimated potential population densities of foraging societies 
(that is, the most likely population density estimated for a particu-
lar set of environmental conditions) across the globe at 0.5 ×​ 0.5° 
resolution at 1,000 year intervals, spanning the period of 21,000–
4,000 YBP (see Methods for more details). Although residential 
mobility and resource ownership were important predictors in our 
model of recent population density, data for these variables do not 
exist for most societies in prehistory. However, recent genetic analy-
ses suggest that the social structure (including levels of relatedness, 
residence patterns and individual mobility) of more contempo-
rary foraging groups is similar to that of foraging groups from the  
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Fig. 1 | Path diagram for piecewise-SEM exploring the effects of environmental and cultural variables on population densities of foraging societies. 
Measured variables are represented by the large boxes and R2

GLMM values (see Methods) are provided for response variables. n =​ 220. Red arrows depict 
negative relationships among variables, black arrows positive relationships, and dashed grey arrows depict non-significant paths (P ≥​ 0.05). Standardized 
coefficients are presented for all paths (small boxes) and arrow widths are scaled to reflect the magnitude of path coefficients.
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Upper Paleolithic (~34 YBP)34. To account for the uncertainty 
in residential mobility and resource ownership, we randomly 
assigned values for these traits (sampling stochastically from their  
corresponding natural range of values) to each map cell and 
then calculated a predicted population density value based on 
our model. This process was iterated 10,000 times and we then  
calculated the average predicted value for each 0.5 ×​ 0.5° cell (Fig. 2 
and Supplementary Fig. 3). We then used generalized additive mod-
els (GAMs) to investigate patterns of variation in potential popu-
lation density over time at each agricultural centre of origin11 (see 
Methods for more details). While domestication and agriculture are 
not one and the same12, the innovation of domestication is a key 
prerequisite for agriculture11. Furthermore, the pathway to agricul-
ture may begin with an extended period (more than 2,000 years in 
the case of many cereal species) of cultivation before phenotypic 
evidence of domestication is observable11. Therefore, to provide a 
conservative estimate we defined the emergence of domestication 
as occurring between the first known evidence of exploitation of a 
subsequently domesticated species and phenotypic evidence indica-
tive of domestication11 (see Methods).

Despite variation in the emergence of domestication among the 
origin centres (11,000–5,000 YBP), along with significant climatic 
fluctuations in many regions, nearly all of the origin centres dis-
play a consistent positive slope of the potential population density 
index curve during the period when domestication arose (mean 
slope ±​ standard error: 6.85E-06 ±​ 1.25E-06; Fig. 3). We then tested 
whether this outcome was less likely than would be expected by 
chance. To do so, we randomly selected a focal year for each ori-
gin site, calculated the slope of the GAM curve at this point (see 
Methods for details), summed the slope values for all origin sites, 
and repeated this procedure 10,000 times. We then summed the 
slope values for the domestication origin times across the 12 ori-
gin sites and compared these to the distribution of slopes gener-
ated through the randomization procedure. The results of this test 
showed that it is very unlikely to obtain, at the same time and across 
all origin centres, high and positive observed slope values for the 
time at which domestication was innovated (as indicated by pheno-
typic evidence for domestication; Supplementary Fig. 4).

Only 2 of the 12 origin centres (eastern North America and 
Ganges of East India) display a brief decline before a sharp increase 
in potential population density during the period of domestication 
innovation. However, the exact timing of domestication events is 
not well resolved in these particular regions11, and both regions 
exhibit a net increase in potential population density during the 
domestication time window (Fig. 3). Furthermore, exploration of 
raw environmental variables confirms that the centres of agricul-
tural origin did not experience unique climatic conditions during 
the studied time span when compared to other regions of the globe 
(Supplementary Fig. 5). These findings suggest that environmental 
conditions and patterns of population density are not unique among 
the domestication origin centres. While these results do not lend 
support to the regional uniqueness hypothesis, there are a range of 
other social and ecological conditions that may have created unique 
paths to domestication and agriculture in each centre of origin, and 
this deserves further attention.

Others suggest that human populations may have been driven 
to develop domestication due to deteriorating environmental con-
ditions8,9,17,18 (necessity hypothesis). Our results suggest that at the 
time of the first domestications, environmental conditions could 
support growing population densities in all centres of origin (that 
is, positive trend in potential population density curves; Fig. 3), a 
conclusion that is incompatible with the necessity hypothesis that 
links agriculture to environmental pressures. For example, it has 
been suggested that deteriorating environmental conditions may 
have contributed to the development of agriculture in southwest 
Asia8,9. However, our results suggest that during the time period 
in which domestication developed, not only in southwest Asia but 
also in all other known centres of origin, environmental condi-
tions were improving and could support growing population den-
sities (Fig. 3h).

In contrast, our results are consistent with the surplus hypoth-
esis, which suggests that improving environmental conditions and 
the potential for increased population density may have facilitated 
the domestication of plants and animals in agricultural origin cen-
tres4,7 (Fig. 3). Several factors may explain the links between envi-
ronmental conditions, potential population density and the origin 
of domestication. For one, rates of innovation may scale positively 
with the number of potential innovators13,14. In turn, the likelihood 
of domestication innovations may have increased in environments 
that could support increasingly higher densities of foraging people. 
In addition, foraging societies may have become more sedentary to 
take advantage of locally abundant resources, some of which were 
later domesticated35. Our results indicate that residential mobil-
ity scales negatively with population density in foraging societies  
(Fig. 1). Therefore, increasingly sedentary lifestyles may have con-
tributed further to increases in population density and the potential 
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Fig. 2 | Predictions of potential population density for foragers.  
a–c, Predicted population densities at 4,000 (a), 10,000 (b) and 21,000 (c) 
YBP. Blue hues depict potential population densities below the median 
population density of observed foraging societies, and red hues depict 
potential population densities above the median. The second red hue and 
above are greater than the mean population density of observed foraging 
societies. Note the increase in area, through time, with potential population 
densities greater than the mean of observed foraging societies (number 
of 0.5° ×​ 0.5° cells: 21,000 YBP =​ 3,027; 4,000 YBP =​ 4,673). For example, 
a notable increase in the number of red cells in the Sudanic savannah and 
Ganges of East India (Northeast India) between panels c and a.
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for innovation. Increases in the productivity of wild progenitors of 
important domesticates may have also facilitated growing popula-
tion densities and the viability of cultivation for food production15,16.

It is also possible that improving environmental conditions 
may have resulted in a situation where necessity drove the origins 
of domestication. For example, population densities may have 
increased in foraging societies that occupied productive, coastal 
areas, causing an outflow of groups into regions with less ideal  

conditions where the cultivation of plants and animals was required 
to secure adequate food resources6,17,18. Our results cannot support, 
or refute, the possible influence the outflow of people from hospita-
ble locations to less ideal environments may have played. A detailed 
understanding of the movements of ancient populations is required 
for more rigorous testing of the role that forced habitation of mar-
ginal environments may have played in the origins of domestication 
at particular sites.
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It has also been suggested that improving environmental con-
ditions resulted in growing population densities that eventually 
exceeded environmental carrying capacities7. Given the absence of 
accurate data on ancient population sizes, we cannot conclusively 
rule out the possibility that population growth may have outpaced 
the amelioration of environmental conditions in some locations 
and created a scenario in which necessity drove the develop-
ment of domestication. However, our results for the majority of  
agricultural origin centres do not display features that would 
indicate an increased likelihood of population growth exceed-
ing carrying capacity. For example, plateaux or dips in potential 
population density curves may reflect an increased likelihood that 
populations may have temporarily surpassed carrying capacities 
during the period of interest due to environmental conditions 
becoming less favourable, or not being able to support growing 
population densities. The Ganges of East India does represent 
an interesting exception, where the potential population density 
decreases before the emergence of evidence for domestication 
(Fig. 3). However, the exact timing of domestication origins are 
uncertain at this location and there is a net increase in poten-
tial population density during the domestication time window  
(Fig. 3i). Regional palaeo-demographic work may eventually pro-
vide better evidence for evaluating whether populations contin-
ued to grow beyond environmental carrying capacities. Thus, we  
conclude that further research is needed to determine the precise 
links between improving environmental conditions, increasing 
population densities and domestication innovations in each ori-
gin centre. Nevertheless, our analysis uncovers patterns suggesting 
that the potential for increasing population density was an impor-
tant enabling condition in domestication innovations across all 
origin sites.

The emergence of domestication, and subsequent innovation of 
agriculture, was probably linked to temporal and spatial variation 
in social and environmental conditions6,11. However, by investigat-
ing the drivers of population density in observed foraging soci-
eties we were able to estimate potential population densities in 
prehistory, providing a view of the deep past that has until now 
been obscured due to an absence of written records. This approach 
has allowed us to conduct a robust assessment of the role of demo-
graphic changes in the origins of agriculture and to conclude that 
the potential for increasing population density was an important 
enabling condition in all regions that developed an innovation 
that changed the course of human history. The approach we have 
demonstrated here lays a foundation for testing numerous other 
hypotheses that relate major developments in human history to 
changes in population density.

Methods
Data on foraging societies (population density, resource ownership and residential 
mobility) were acquired from D-PLACE (Database of Places, Language, Culture 
and Environment19,36,37) and reflect data obtained from the Binford hunter-
gatherer data set19,36. Residential mobility was quantified as the average distance 
per residential move (total distance travelled in a year/total number of residential 
moves) and resource ownership was coded as ‘no ownership of resources’ or 
‘resources are owned’ (including ownership by local groups or elites). All climate 
data are based on the baseline historical (1900–1949) CCSM4.0 model obtained 
from the ecoClimate database21. The following climate variables were temporally 
interpolated from 21,000 YBP (LGM) through to 4,000 YBP, at 1,000 year intervals, 
using the globally stacked oxygen curve from ref. 38: annual mean temperature, 
annual temperature variance, annual mean precipitation and annual precipitation 
coefficient of variation. Topographic variables (slope and elevation) are derived 
from the SRTM30_plus Digital Elevation Model (DEM)39.

We adjusted coastlines to reflect global sea level predictions for each time 
period40. First, a raster was created from a polygon of contemporary coastlines 
with a cell size of 0.5 ×​ 0.5°. We then adjusted this raster utilizing bathymetry data 
contained in the SRTM30_plus DEM and the predictions provided in a recent 
assessment of sea level and ice volumes from the LGM to the Holocene40 (selecting 
the time period closest to our year of interest; maximum difference 64 years, mean 
difference =​ 24.6 years). To avoid issues of multicollinearity among environmental 

variables, we ran PCA. First, data were extracted for all terrestrial raster cells 
at each time period, and variables were transformed to meet assumptions of 
normality (when needed), centred and scaled. The number of factors retained for 
analysis was informed by the Kaiser rule and parallel analysis41. The PCA produced 
three main composite variables: (1) ‘environmental productivity’ describes a 
gradient of increasing annual mean temperature, annual mean precipitation, and 
decreasing annual temperature variance; (2) ‘topographic complexity’ describes a 
gradient of increasing slope and elevation; (3) ‘precipitation seasonality’ describes 
a gradient of increasing annual precipitation variance (Supplementary Table 2). 
The structure of components was consistent across individual time periods and the 
pooled data set. Principal component scores were then assigned to associated raster 
cells in each time period. Distance to coast was also obtained for each raster cell. 
This was quantified as the distance (km) from the centre of each raster cell to the 
nearest marine cell.

Principal component scores and distance to coast values were extracted for 
the raster cell occupied by each of the 220 foraging societies (based on latitude–
longitude points for each society from D-PLACE)36. To assess the relationship 
between population density of foraging societies and the various environmental 
and cultural predictors, we used a piecewise-SEM24. We included language 
family as a random effect in the structural equation model to account for the 
non-independence of societies that share a common cultural background42. The 
piecewise-SEM allowed both direct and indirect (that is, via the two cultural 
variables, residential mobility and resource ownership) environmental effects 
to be assessed. As our primary goal is to obtain the best possible prediction of 
population density, we assessed alternative path directions and selected the final 
model based on the predictive accuracy (R2

GLMM value) for population density. The 
R2

GLMM values are based on the variance of both the fixed and random effects43. We 
also repeated our piecewise-SEM analysis after excluding foraging societies that 
may have been influenced by relatively recent contact with non-foraging societies 
(see D-PLACE variable B005), and our results remained largely unchanged. The 
only significant change is that precipitation seasonality had a significant effect on 
resource ownership, whereas it did not in the original analysis. However, the direct 
effect of precipitation seasonality on population density was still greater than the 
indirect effect mediated by resource ownership (see final sentence of paragraph, 
below). Furthermore, the population density model was qualitatively identical to 
that in the original SEM. To assess whether environmental variables had greater 
direct or indirect (that is, via either of the two cultural variables) effects on 
population density, we first quantified indirect effects by multiplying the two path 
coefficients leading to population density. The magnitude of the indirect effect was 
then compared with the magnitude of the alternative direct path.

We then used the model fitted by the piecewise-SEM to predict potential 
population densities of all 0.5 ×​ 0.5° cells for historic time periods at 1,000 year 
intervals. These 1,000 year intervals are at a resolution appropriate for examining 
trends during the time period when agriculture arose due to current uncertainty 
in the timing of the development of agriculture at many origin centres11. Although 
humans did not occupy all regions of the globe throughout history (for example, 
the extent of ice sheets, surface water, other topographic features and climate 
may have put limits on the extent of human populations25), calculating predicted 
values for all cells provides an estimate of potential population density if foraging 
societies were occupying these areas. This increases the utility of the predictions for 
hypothesis testing, particularly in light of future archaeological evidence. First, we 
ran the mixed-effects model for population density (the population density model 
from the piecewise-SEM) and used this to derive predicted values. The Moran’s I 
correlogram of model residuals by distance indicated that there is no evidence for 
unaccounted sources of spatial autocorrelation in our model (Supplementary Fig. 
6). Precise residential mobility values and resource ownership practices of societies 
in prehistory are largely unknown. Therefore, residential mobility and resource 
ownership values were randomly assigned to each raster cell. Residential mobility 
was sampled from a truncated normal distribution of 100,000 values, with mean, 
standard deviation, minimum and maximum values set to those of the observed 
residential mobility distribution. Resource ownership was randomly assigned as 
either 0 (no ownership) or 1 (resources are owned). The random effect of language 
family was also omitted from predictions due to an absence of information on 
ancient language ranges. However, the random effect only accounted for a very 
small amount of the variance explained by our population density model (with 
random effect, conditional R2

GLMM =​ 0.77; without random effect, marginal 
R2

GLMM =​ 0.74). After residential mobility and resource ownership values were 
randomly assigned to cells, predicted population density values were calculated. 
This process was iterated 10,000 times, and average predicted population density 
values were calculated for each cell.

We used GAMs to track general trends in the potential population density of 
foragers between 21,000 YBP and 4,000 YBP at each 0.5 ×​ 0.5° cell44. The smooth 
term selected to generate the GAM for each cell was chosen using a jack-knife 
cross-validation procedure, also known as ‘leave-one-out’ (adapted from ref. 45). A 
major advantage of this approach is that it reduces problems of overfitting while 
maintaining the ability to capture complex population trends. In the leave-one-out 
procedure, for each cell we ran n GAMs (where n is the number of estimated values 
for each cell; n = 18) for each smoothing parameter value from 1 (which assumes 
a linear relationship between time and population density) to n (a complete 
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overfitting of the data). In each of the n GAMs generated per parameter value, 
one different observation was set aside to test the model. The model performance 
was assessed based on its overall capacity to predict the excluded observation. 
Following this, we selected the smoothing parameter that maximized the model 
performance in each cell.

The exact timing of domestication innovation in each origin centre is not 
currently known with a high degree of certainty. To provide the most conservative 
estimate for the timing of domestication innovation in each origin centre we 
utilized the supplementary material of ref. 11. Specifically, we identified agricultural 
origins as occurring between the first evidence of exploitation of a subsequently 
domesticated species and first phenotypic evidence indicative of domestication. 
The time period between first evidence of exploitation and phenotypic evidence  
of domestication varied among origin centres, and in areas where evidence for  
first exploitation is currently not available, we use phenotypic evidence of 
domestication as a conservative estimate of the timing of agricultural origins.  
The spatial limits of the origin centres were approximated from the recent  
review in ref. 11.

To test whether the slope of the GAM curves at the time of domestication 
origins were more or less likely than would be expected by chance, we randomly 
selected a focal year for each origin site, calculated the slope of the GAM curve 
at this point (be selecting the points 2,000, 3,000 and 5,000 years before this focal 
date; Supplementary Fig. 4), summed the slope values for the 12 origin sites, and 
repeated this procedure 10,000 times. We then summed the slope values for the 
domestication origin times across the 12 origin sites (following the same protocol 
of selecting points 2,000, 3,000 and 5,000 years earlier for slope calculation) and 
compared these to the distribution of slopes generated through the randomization 
procedure.

All analyses were conducted in the R environment for statistical computing46. 
The raster47 and maptools48 packages were used for the processing of GIS data, the 
piecewiseSEM24 and lme449 packages were used for structural equation modelling 
and population density predictions, and the letsR50 package was used to produce 
Moran’s I correlogram.

Reporting Summary. Further information on experimental design is available in 
the Nature Research Reporting Summary linked to this article.

Code availability. All analyses were conducted using freely available packages in 
the R environment for statistical computing (see Methods) and no custom code 
was used. R scripts are available upon request.

Data availability. Data for population density and cultural traits of societies are 
available from D-PLACE (https://d-place.org) and climate data are available via 
the ecoClimate project (http://ecoclimate.org/). All other data are available upon 
request.
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Software and code
Policy information about availability of computer code

Data collection No software was used.

Data analysis All analyses were conducted in the R environment for statistical computing (version 3.2.4).  The following packages were used: raster, 
maptools, piecewiseSEM, lme4, and letsR. No custom code was used.
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- Accession codes, unique identifiers, or web links for publicly available datasets 
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- A description of any restrictions on data availability

Data for population density and cultural traits of societies are available from D-PLACE (https://d-place.org) and climate data are available via the eco-Climate project 
(http://ecoclimate.org/).  All other data are available upon request.  
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